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SUMMARY

The hippocampus and surrounding medial-tempo-
ral-lobe (MTL) structures are critical for both memory
and spatial navigation, but we do not fully under-
stand the neuronal representations used to support
these behaviors. Much research has examined how
the MTL neurally represents spatial information,
such as with ‘‘place cells’’ that represent an animal’s
current location or ‘‘head-direction cells’’ that code
for an animal’s current heading. In addition to behav-
iors that require an animal to attend to the current
spatial location, navigating to remote destinations
is a common part of daily life. To examine the neural
basis of these behaviors, we recorded single-neuron
activity from neurosurgical patients playing Treasure
Hunt, a virtual-reality spatial-memory task. By
analyzing how the activity of these neurons related
to behavior in Treasure Hunt, we found that the firing
rates of many MTL neurons during navigation signif-
icantly changed depending on the position of the cur-
rent spatial target. In addition, we observed neurons
whose firing rates during navigation were tuned to
specific heading directions in the environment, and
others whose activity changed depending on the
timing within the trial. By showing that neurons in
our task represent remote locations rather than the
subject’s own position, our results suggest that the
humanMTL can represent remote spatial information
according to task demands.

INTRODUCTION

Themedial temporal lobe (MTL) is critical for memory and spatial

navigation [1, 2]. Many electrophysiological studies have

focused on characterizing MTL neuronal coding during
Curre
navigation; much of this interest in spatial navigation is due to

the fact that the neuronal mechanisms underlying spatial coding

are thought to relate to those used for memory [3–6]. Place cells,

whose firing rates change as a function of an animal’s location

in space, are arguably the most well-studied cell type in the

MTL [7] and show activity related to navigation and mnemonic

processing [4]. Similarly, the MTL contains other neurons that

activate according to an animal’s spatial setting, such as grid

and head-direction cells [8–10], which could also have broader

functional roles [11, 12]. Building off of this literature, a topic of

growing interest is whether the types of coding patterns that

represent an animal’s own spatial location are also used to

represent other kinds of information to support complex behav-

iors, such as the targeting of remote locations during goal-

directed navigation [13, 14].

In addition to thinking about one’s own location, everyday life

often involves remote locations—in particular, planning, remem-

bering, and navigating to remote destinations. However, the

neuronal representations of remote locations remain less well

understood compared to those of an animal’s current location

[15]. Beginning to address this, a growing line of studies has

examined how MTL neurons represent salient remote locations

[16–20]. There is also evidence that certain single neurons and

hippocampal blood-oxygen-level-dependent (BOLD) signals

activate to represent particular views and goals during

navigation to specific fixed navigational goals [21–23]. This

diverse literature indicates that the MTL can represent various

aspects of an animal’s current spatial context according to

behavioral demands.

We wanted to go beyond earlier studies that probed memory

for locations marked by visual landmarks (e.g., [4, 18]) and inves-

tigate more generally how the human MTL codes for current

remote spatial target locations. To examine this issue, we asked

neurosurgical patients with microelectrodes implanted in their

MTL to play a virtual-reality spatial-memory task, and we exam-

ined how their neural responses related to their simultaneous

movement. The fifteen participants in our study played Treasure

Hunt, a video-game-like memory task that measured subjects’

ability to remember the spatial locations where various objects
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Figure 1. Behavior in the Treasure Hunt Task

(A) Timeline of navigation, encoding, and recall

events in Treasure Hunt. Numbered panels indi-

cate the sequence of events that subjects

encounter in each trial of the task. The object- and

location-cued task versions differ in terms of

the recall stage, which is indicated here via the

divergence at step 6 in this timeline. See STAR

Methods for details on the structure of the two task

versions.

(B) Histogram showing mean performance on the

recall phase of Treasure Hunt in each of the two

task versions. Left: distribution of mean normalized

distance errors across sessions for the object-

cued task version. A normalized distance error of 1

corresponds to the best possible response, and

0.5 corresponds to chance performance. Right:

distribution of mean percentage of items that were

vocalized correctly in the location-cued task

version.

See also Figure S1 and Video S1.
were hidden [24]. In each trial of the task, subjects explored a

virtual beach and traveled to a series of treasure chests. Upon

reaching each chest, it opened and an object appeared.

The subject’s goal was to encode the spatial location corre-

sponding to the position of each item. In contrast to earlier tasks

with human single-neuron recordings that tested memory for

fixed spatial landmarks, objects in Treasure Hunt were placed

at previously unmarked locations in an open environment, allow-

ing us to identify whether the brain utilizes a neural coding

pattern for remote locations that is related to the one used by

place cells during movement. Our primary result is identifying

‘‘spatial-target cells,’’ which are neurons whose firing rates

were modulated according to the location of the remote target,

rather than the subject’s own location. We also identified

neurons that altered their firing rate according to the subject’s

heading direction, and others whose firing rate was modulated

as a function of the timing within each trial. The range of re-

sponses we observed—including the representation of remote

goals by spatial-target cells—indicate that the human MTL

represents multiple types of spatiotemporal context information

to support goal-directed spatial processing.

RESULTS

To examine the neural signatures of navigating to and remem-

bering remote destinations, we asked fifteen neurosurgical

patients with implanted microelectrodes to play Treasure Hunt,

a virtual-reality spatial-memory task. In Treasure Hunt, subjects

navigate across a rectangular environment using a handheld

joystick and learn the locations of objects hidden at various

spatial locations [24]. In each trial of the task subjects encounter

two or three trial-unique objects that are positioned at random lo-

cations (STARMethods). During the task, we recorded the activ-

ity of 131 neurons [25] from the hippocampal formation (HF; n =

45), entorhinal cortex (EC; n = 71), and parahippocampal cortex
246 Current Biology 30, 245–253, January 20, 2020
or perirhinal cortex (PC; n = 15). To identify the neural patterns

that support behavior in this task, we tested whether neuronal

firing rates during navigation were significantly modulated by

the locations of upcoming to-be-remembered objects as well

as the subject’s current location, heading direction, relative or-

der within the trial, and subsequent memory performance.

Each trial of Treasure Hunt consisted of three phases (Fig-

ure 1A; STAR Methods). First, the subject navigated to a chest

(‘‘Navigation’’). Upon reaching a chest, it opened and was either

empty or revealed an object whose location the subject was in-

structed to remember (‘‘Encoding’’). In a given trial, subjects

repeated this for up to four chests. Next, in the ‘‘recall’’ phase

subjects were asked to recall the object locations. Each subject

in our study performed one of two task versions, which differed

solely in terms of the recall phase. In the ‘‘object-cued’’ task

version, subjects viewed the image of a cued object and used

the joystick to move an on-screen cursor to indicate its remem-

bered location. In the ‘‘location-cued’’ version of the task they

viewed a probed location and verbally responded by speaking

the name of the corresponding object into a microphone that

recorded their response.

Subject Behavior in Treasure Hunt
We assessed task performance by scoring each subject’s

performance during recall for each object–location pair. For the

object-cued task version we assessed accuracy for each stud-

ied item by computing the distance between the subject’s

response location and the item’s actual position, and then

converting this distance error to an accuracy measure that

accounted for all possible distance errors (STAR Methods).

The left panel of Figure 1B shows a histogram of the mean accu-

racy, or normalized distance error, in each object-cued task

session (n = 19 sessions). Mean accuracy across all object-

cued sessions was 76.7% ± 2.2%, and the performance in all in-

dividual sessionswas above chance (0.5). The recall phase of the



location-cued Treasure Hunt task is similar conceptually to

commonly used paired-associate memory tasks. The right panel

of Figure 1B shows a histogram of each location-cued session’s

mean percent recall (n = 4 sessions). The mean performance on

location-cued sessions (46%) was consistent with levels seen in

other paired-associate memory tasks that required verbal re-

sponses (e.g., [26]).

We found that subjects maintain, and in fact slightly improve,

memory performance throughout each session. On average, in

the object-cued task version subjects’ memory performance is

6.6% better in the second half of each session compared to

the first half (p = 0.026; paired t test), which demonstrates that

subjects successfully learn to perform the task better within a

single session. We also examined how memory performance

varied according to the order of an object-location pair within

each trial. Figure S1F shows the mean recall for presented ob-

jects as a function of the position within the trial for all object-

cued sessions. There was a significant effect of serial position

on memory performance (p = 0.008; repeated-measures

ANOVA), likely reflecting improved memory for items at primacy

and recency positions, consistent with patterns seen in conven-

tional verbal memory tasks [27].

Neurons Responsive to the Current Spatial Target
We were interested in whether neurons represented information

about the location of the current, to-be-remembered chest

during navigation.Weweremotivated by previouswork in animal

models showing MTL cells that represent salient remote loca-

tions [16–20, 28], as well as related evidence from recordings

of human theta oscillations [29] and functional MRI [23]. There-

fore, we examined how the firing rates of individual neurons dur-

ing navigation varied according to the location of the current

target chest.

To identify these ‘‘spatial-target cells,’’ we analyzed each

cell’s spiking activity as a function of the location of the up-

coming chest, in addition to the subject’s current position (Fig-

ure 2A). We generated spatial maps of each cell’s firing patterns,

based both on the location of the upcoming spatial target and on

the subject’s own position. We then identified neurons whose

firing rates were significantly modulated by these factors using

a permutation procedure based on an ANOVA. We labeled a

neuron as a spatial-target cell if its firing rate significantly varied

as a function of the upcoming chest location at p = 0.05. Because

chests had the same appearance and objects were not visible

during navigation, spatial target cell firing must reflect informa-

tion about the spatial location of the upcoming target. As an

example of this phenomenon, Figure 2B illustrates the activity

of one example spatial-target cell from the left EC of patient 9.

This neuron increased its firing rate when the subject navigated

to chests that were located in the ‘‘south-central’’ part of the

environment (p < 0.001).

Critically, while this example cell’s firing rate was modulated

by the location of the upcoming chest, its firing rate did not

vary significantly according to the subject’s own position (Fig-

ure 2B, right panel; p = 0.4). Figure 2C shows a second example

of this phenomenon from a cell in patient 12’s right EC. This cell

significantly increased its firing rate when the subject ap-

proached spatial targets in the ‘‘east’’ section of the environment

(p = 0.004) and also did not show a firing-rate modulation
according to the subject’s own position (p = 0.4). Because the

firing of these cells was modulated by the location of the up-

coming to-be-remembered target and not the subject’s own

position, the activity of these neurons constitutes a novel coding

pattern that is distinct from the activity of conventional place

cells.

To assess the statistical reliability of this phenomenon, we first

confirmed that the number of identified spatial-target cells was

significantly greater than expected by chance, followed by cor-

recting for multiple comparisons across the five behavioral

variables we examined (STAR Methods). Across the population,

20% of MTL cells (26 of 131) were classified as significant

spatial-target cells. This proportion was significantly more than

the 5% expected by chance (p = 8.33 10�9, one-sided binomial

test, false discovery rate [FDR] corrected). The number of

spatial-target cells was also significantly above chance when

measured separately for the HF, EC, and PC regions (one-sided

binomial tests p = 5 3 10�4, 5 3 10�4, and 6.1 3 10�4 respec-

tively, FDR corrected). We found significant spatial-target cells

in 11 of the 15 subjects who participated in our study. The

prevalence of spatial-target cells did not significantly differ be-

tween task versions (see Control Analyses).

We next examined the time course of spatial-target cell activ-

ity. Figures S4B–S4D plot the activity of the spatial-target cell

from Figure 2A over time, split by paths to a location in versus

out of the cell’s firing field. The results of this analysis at the

group level (Figure S4E) show that spatial-target cells exhibit

elevated firing throughout navigation periods to chests in their

firing field, indicating that the activity of these cells is not related

to transient behavioral events at the beginning or end of each

navigation epoch. To examine the possibility that spatial-target

cells reflected information about the distance to the upcoming

target, we tested for distance-related activity during navigation.

Six spatial-target cells also showed distance-related activity,

but this overlap between the two cell types was not significant

(p = 0.12, c2 test, degrees of freedom [df] = 1). Furthermore, to

rule out the possibility that spatial-target cell responses could

be explained by navigation time, for each spatial-target cell we

compared the durations of the navigation periods leading to

chests inside versus outside of the cell’s firing fields using a

two-sample t test. At the group level, we did not find that path

duration for navigation to chests in and out of the spatial-target

cells’ firing fields differed for a significant proportion of cells (2

of 26, p = 0.4, one-sided binomial test). Overall, these results

further support our finding that a substantial number of neurons

throughout the human MTL specifically represent remote loca-

tions in our task.

Analysis of Neuronal Activity Related to the Current
Spatial Location
In addition to representing the location of the current chest, an

additional potentially relevant spatial variable is the subject’s

own location during navigation. In light of the extensive litera-

ture on spatial coding for self location in various species

[7, 21], we tested for neurons in this dataset whose firing rates

were modulated by the subject’s own position. Using the

ANOVA described in the preceding section, we identified the

neurons whose firing rates were significantly modulated as a

function of the subject’s own position. Figures S3A–S3C show
Current Biology 30, 245–253, January 20, 2020 247
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Figure 2. Neural Activity Related to Spatial Target Position

(A) Analysis framework for binning navigation period neuronal data by subject

position and spatial target location, shown for an example trial. Left: overhead

view of Treasure Hunt environment with example paths to 4 chests (only one

chest is visible at a given time). The NESWcoordinates we use are shown in the

top left. Middle: example path spikes binned by spatial target location to

calculate firing rate during navigation based on the chest location. Right: same

spikes binned by subject position to calculate firing rate on the path.

(B) Top left: firing-rate map of navigation activity binned by spatial target po-

sition for a neuron in the left EC from patient 9. Black line indicates the

perimeter of the traversable virtual environment, and areas that didn’t meet

minimum traverse time requirements as described in the STAR Methods are

plotted in white. Bottom left: histogram of p values from ANOVA (STAR

Methods) assessing spatial target location modulation of firing rate for the

observed data (red) versus shuffled data (gray). This cell’s activity is signifi-

cantly modulated by the spatial target position (permutation-corrected

ANOVA, p < 0.001). Top right: firing-ratemap for current location. Bottom right:

histogram of p values from ANOVA assessing current location modulation of

firing rate. Neuron is not significantly modulated by subject position (p = 0.43).

(C) Same as (B) but for another example neuron in the right EC from patient 12.

Neuron is significantly modulated by spatial target position (p = 0.004) and not

subject position (p = 0.49).

(D) Percentage of significant spatial-target cells by region. Shown for all MTL

neurons (‘‘overall’’) and also split into HF, EC, and PC. Symbols above the bars

indicate p values from a one-sided binomial test for each proportion, FDR
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three example ‘‘place-like’’ cells that showed spatial modula-

tion according to the subject’s current virtual location at a

level of p < 0.05 when measured individually (see also Fig-

ure S4F). However, at the population level the proportion of

place-like cells was not significantly greater than the 5% ex-

pected by chance after multiple comparison correction (8 of

131 = 6%; p = 0.33, one-sided binomial test, FDR corrected;

Figure S3D). As such, during the navigation phase of Treasure

Hunt we do not find strong evidence that the firing rates of indi-

vidual MTL neurons are correlated with the subject’s own

location.

Neurons Responsive to Heading Direction
In rodents, there is evidence for neurons whose firing rates are

modulated by the direction of the animal’s head during move-

ment [10, 30]. These head-direction cells are commonly found

in the dorsal presubiculum and anterodorsal thalamus but

have also been found in areas of the MTL such as the EC

[31]. These cells have not previously been found in humans,

and this gap is notable because a neuronal representation of

orientation is important for navigating to a new location in an

environment. We therefore tested for the existence of ‘‘head-

ing-modulated’’ cells in our dataset, which we define as neurons

that varied their firing rate according to the direction that sub-

jects moved in the virtual environment. Figures 3A–3D illustrate

the activity of four significant heading-modulated cells. As these

examples illustrate, individual heading-modulated cells showed

peak firing activity at differing headings. In addition, some cells

showed increased firing rates at multiple distinct headings (Fig-

ures 3C and 3D), similar to ‘‘bidirectional cells’’ observed in ro-

dents [32].

Overall, 12% ofMTL cells (16 of 131) showed significant head-

ing direction modulation, which is significantly more than ex-

pected by chance (p < 0.0015, one-sided binomial test, FDR

corrected). No heading-modulated cells showed firing that

significantly varied with the subject’s current position. Three

heading-modulated cells showed effects of spatial target posi-

tion, but this overlap was not significant (p = 0.9, c2 test).

Because the population of heading-modulated cells did not

significantly overlap with the population that was significantly

modulated by spatial target position, this suggests that spatial-

target cells are not explained by direction-related modulations,

which could have been possible in theory if similar locations

were always approached from a particular direction.

Additionally, we did not find that any particular preferred

angle was dominant across the population of heading-modu-

lated cells (p = 0.97, Rayleigh test; Figure 3E). This was important

because, due to the trial start locations and the rectangular

shape of the environment, ‘‘north’’ and ‘‘south’’ directions were

sampled more frequently (Figure S1E), which provided a poten-

tial source of bias. Because we did not find evidence of a

preferred direction for heading-modulated cells, this suggests

that our heading-modulated results are not due to uneven

directional sampling.
corrected (**p < 0.01, *p < 0.05, +p < 0.1). The black dashed line represents the

5% false positive rate, and the blue dotted lines are the lower 95% confidence

interval from the one-sided binomial test for each bar.

See also Figure S4.
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ject’s Heading

Firing rate by virtual heading direction (N, north; E,

east; S, south; W, west), for example cells signifi-

cantly modulated by heading direction.

(A) Circular histogram of firing rate by heading di-

rection for example cell from patient 15, in the left

hippocampus, significantly modulated by heading

direction (p = 0.026). Firing rate is indicated with

numbers on the concentric circles.

(B) Example cell from patient 10, in the left para-

hippocampal cortex, significantly modulated by

heading direction (p = 0.005).

(C) Example heading-modulated cell from the left

hippocampus of patient 13 (p = 0.0315).

(D) Example heading-modulated cell from the left

hippocampus of patient 3 (p = 0.003).

(E) Circular histogram of preferred heading di-

rections for each significant heading direction cell.

Counts indicate number of cells with that preferred

direction. Black diagonal lines indicate NESW

quadrants.

(F) Percentage of significant heading-modulated cells by region. Symbols above the bars indicate p values from a one-sided binomial test for each proportion

(**p < 0.01, *p < 0.05, +p < 0.1). The black dashed line represents the 5% false positive rate, and the blue dotted lines are the lower 95% confidence interval from

the one-sided binomial test for each bar.
Neurons Modulated by Serial Position
In addition to space, a growing body of work shows that neurons

in the MTL also represent information about event timing

during spatial tasks [33–35]. We tested whether MTL neurons

in this task represented event timing information by measuring

whether neuronal activity during navigation was modulated

according to the serial position of each navigation period within

each trial.

Subjects navigated to up to four chests in a trial, enabling us to

investigate differences in neuronal activity based on the chest

order. We analyzed navigation periods based on their serial

position and found that the firing rates of 20 of 131 (15%) of

MTL cells were significantly modulated by serial position, which

is significantly more than expected by chance (p = 2.18 3 10�5,

one-sided binomial test, FDR corrected). Figures 4A and 4B

show examples of two such ‘‘serial-position’’ cells. We specif-

ically found a significant proportion (23%) of serial-position

cells in the EC (Figure 4D; p = 1.05 3 10�6, one-sided binomial

test, FDR corrected). Across all cells showing modulation by

serial position, there was a preference for these neurons to

represent the initial list position (Figure 4C). The set of serial-

position cells did not significantly overlap with the spatial-target

cells (p = 0.55; c2 test, df = 1). Five serial-position cells were also

classified as heading-modulated cells, which is notable but not a

statistically significant overlap (p = 0.058; c2 test, df = 1).

Analysis of Neuronal Activity Modulated by Subsequent
Memory
Studies in humans with large-scale neural measures such as

functional MRI and local field potentials often find that neural

activity in the HF during encoding increases in relation to subse-

quent memory performance [24, 36]. However, little evidence for

this finding exists at the single-neuron level for changes in mean

firing rates [37].We therefore testedwhether each cell’s firing rate

during navigation significantly varied as a function of whether or

not the current spatial target was subsequently remembered.
We found 11 ‘‘memory cells,’’ whose firing rate during navigation

significantly varied as a function of whether or not the current

spatial target was subsequently remembered (Figures S3E–

S3H; 11of 131=8%,p=0.081, one-sidedbinomial test, FDRcor-

rected). Of the 11 memory-related cells, six demonstrated an

increased firing rate related to successful recall, while five

showed the opposite effect (Figure S3G). To examine the rela-

tionship between memory-related cells and other cell types, we

investigated the overlap with other kinds of coding patterns.

Three memory-related cells were spatial-target cells, one was a

heading-modulated cell, and none were place-like cells. Of the

three cells that fulfilled the criteria for both memory and spatial-

target cells, one showed a significant interaction between those

two factors in a follow-up two-way ANOVA, which is not a

significant proportion of cells (p = 0.19, one-sided binomial

test). Additionally, two serial-position cells showed significant

memory-related modulation (p = 0.89; c2 test, df = 1). Based on

these analyses, our results do not provide strong evidence for a

population of MTL neurons whose mean firing rates during navi-

gation correlate with subsequent memory performance.

Control Analyses
To confirm that our results are statistically robust on the single-

cell level, we computed the number of significant cells for each

parameter using a stricter p-threshold of a = 0.01. Using this

threshold, we continue to find significant proportions of MTL

cells responding to spatial target position (10 of 131, p = 2.4 3

10�6; one-sided binomial test, FDR corrected), heading direction

(5 of131, p = 0.013), and serial position (10 of 131, p = 2.4 3

10�6). We also find a significant proportion of cells modulated

by the subjects’ current position with this threshold (5 of 131,

p = 0.013), and the proportion of memory-related cells remains

below chance (1 of 131, p = 0.73).

To rule out the possibility that the effects, we observed

related to electrodes being located in abnormal brain tissue,

we re-calculated our main results excluding neurons that were
Current Biology 30, 245–253, January 20, 2020 249
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Figure 4. Neural Activity Related to Serial Position

(A) Firing rate by serial position for an example neuron from the left EC of patient 9, significantly modulated by serial position (p = 0.025). Error bars are SEM of the

trial means in each condition.

(B) Example serial-position cell from the right EC of patient 6; p < 0.001. Error bars are SEM of the trial means in each condition.

(C) Histogram of preferred serial position for each significant serial-position cell. Counts indicate number of cells with maximal firing rate in that serial position.

(D) Percentage of significant serial-position cells by region. Symbols above the bars indicate p values from a one-sided binomial test for each proportion (**p <

0.01, *p < 0.05, +p < 0.1). The black dashed line represents the 5% false positive rate, and the blue dotted lines are the lower 95% confidence interval from the

one-sided binomial test for each bar.

See also Figure S4.
localized to what was clinically determined to be the seizure

onset zone (SOZ). This included 15 units from three subjects

(from patients 2, 10, 12), leaving 116 units. Our main findings re-

mained consistent after this exclusion. The proportion of spatial-

target cells (23 of 116), heading-modulated cells (14 of116), and

serial-position cells (17 of116) found in regions outside the SOZ

all remained significantly greater than chance (p = 7 3 10�8, p =

0.0033, p = 1.7 3 10�2, respectively; one-sided binomial tests,

FDR corrected). The proportion of place-like cells (6 of 116)

and memory-related cells (9 of 116) remained below chance

(p = 0.53, p = 0.16). Because our conclusions remain the same

when excluding the SOZ, we believe that our results are very un-

likely to be due to pathological activity.

DISCUSSION

In this study, we found that during a spatial-memory task the

firing rates of subjects’ MTL neurons were significantly modu-

lated by the locations of spatial targets, heading direction, and

serial position. In particular, by showing that human single

neurons can represent information about remote spatial posi-

tions, these results help explain how contextual information,

such as relevant remote locations, is represented by the brain

to support goal-directed spatial navigation and cognition.

The spatial-target cells that we identified share some proper-

ties with MTL neurons reported in previous human and animal

studies. Namely, Ekstrom et al. [21] identified cells in the human

MTL that activated during navigation to specific fixed naviga-

tional goals (‘‘goal cells’’). Broadly, the activity of both goal cells

and spatial-target cells could be interpreted as related because

they both code for aspects of a subject’s current objective during

navigation. However, as we describe below, we believe that

the distinctive features of our task allowed us to differentiate

between spatial-target cells and goal cells in at least three key

ways. First, owing to the pseudo-random placement of chests

in our task, we were able to determine that spatial-target

cell firing is directly linked to specific locations in the virtual envi-

ronment. In contrast, Ekstrom et al.’s [21] goal cells may respond

according to the landmark at a particular location, as opposed
250 Current Biology 30, 245–253, January 20, 2020
to the location itself (see also Komorowski et al. [38]). Second,

spatial-target cells likely support a more location-focused type

of goal coding, which we were able to identify due to the greater

path variability enabled by our open-field environment. In

contrast, it is likely that Ekstrom et al.’s [21] goal cells reflect

route-goal conjunctions because their task required that sub-

jects follow stereotyped routes along constrained paths to fixed

landmarks, which is correlated with route-goal conjunctive rep-

resentations in rodents [39, 40]. Third, there is substantial

evidence that spatial tuning and hippocampal activity differ

dramatically according to task type [41] and memory state [42],

and, specifically, between memory and navigation states [24].

Since our task differed from Ekstrom et al.’s [21] in all three as-

pects by requiring memory encoding, it is likely that spatial-

target cells reflected a distinct kind of goal coding compared

to Ekstrom et al.’s [21] goal cells, which showed this pattern

during navigation.

Ekstrom et al. [21] also identified ‘‘view cells,’’ which, along

with the ‘‘spatial view cells’’ identified by Rolls in nonhuman pri-

mates [16], are neurons that fire in response to a subject viewing

specific objects or locations. However, both of these cell types

differ in important ways compared to the spatial-target cells

we report. Whereas Ekstrom et al.’s [21] view cells respond to

a visual stimulus’s presence anywhere on the screen, the

spatial-target cells we describe instead activate according to

the precise location of the to-be-remembered target in the

spatial environment. Further, Rolls’ spatial-view cells differ

from our results by reflecting a different kind of spatial represen-

tational scheme. Spatial-view cells showed increased activity

when the animal viewed locations in the context of a particular

2D scene (usually spots on the wall of a room). In contrast,

because our task allowed subjects to approach individual target

locations from drastically different headings, we were able to

conclude that the activity of spatial-target cells reflected

navigable locations within open 3D space, irrespective of the

background scene. Nonetheless, despite these substantial

apparent differences between our results and the earlier

findings, it remains possible that there are important links be-

tween all these cell types. Understanding the representational



similarities across these cell types is an interesting area of future

work that could be accomplished with specifically targeted

behavioral tasks.

Other studies have also shown MTL place-like cells whose

firing patterns are modulated by information related to the cur-

rent navigational goal [18, 22, 43, 44], which is conceptually

related to our finding of human spatial-target cells. However,

the results from those studies differ significantly from ours

because they show goal-related neural activity that appeared

only at particular locations along a track, which were often

near choice points or goal locations. Broadly, this is an important

difference because spatial-target cells seem to be involved in

continuous encoding of the target location, while the goal-

related place cells described above are likely involved in

context-based decision making en route to goals.

In addition to identifying neurons that activate for remote

target locations, our finding of heading-modulated cells provides

perhaps the first evidence of this cell type in humans (see also

Jacobs et al. [45]). Head-direction cells have been described

extensively in rodents and are most frequently found in areas

such as the postsubiculum, retrosplenial cortex, and anterodor-

sal thalamus [10, 30, 46]. However, they have also been found in

the hippocampus and EC [31, 47]. In addition to the cells we

found that respond most to movement in a single direction, we

also found evidence of cells with bidirectional responses, which

are similar to patterns reported recently in rodents [32]. Addition-

ally, although none of the heading-modulated cells we report

were localized to the subiculum, the bidirectional heading-

modulated cells also bear similarities to the subiculum cells

described in Olson et al. [48] that were tuned to opposing direc-

tions. An interesting area of future work will be to determine the

degree to which these cells are similar, especially given the dif-

ferences in the navigational setting between our task and those

in the other studies.

Finally, it is notable that we also found neurons that activated

to represent particular serial positions during each trial and that

these cells were prominent in the EC. Because this population of

neurons showing ‘‘serial-position’’ effects did not significantly

overlap with the neurons showing ‘‘spatial target’’ or memory

effects, it suggests that these phenomena reflect distinct neural

processes. An interesting area for future work is identifying the

extent to which serial-position cells are relevant for understand-

ing other aspects of memory. The localization of serial-position

cells to the EC aligns with recent work in rodents and human

fMRI that identified a specific role for the EC in supporting the

neural encoding of time through an experience [35, 49]. Further,

serial-position cells most often showed increased activity during

navigation periods at the beginning of each trial (Figure 4C),

which is notable because EC time cells also show distinctive re-

sponses at early moments in a sequence. This correspondence

suggests that these responses may be related [35, 50].

The nature of MTL spatial coding can vary with task demands

(e.g., Aronov et al. [51]). We believe the lack of observed place

cells in our dataset may be related to the behavioral demands

of our task. In our experiment, subjects tried to remember the

positions of objects that had been placed at locations in an

open environment that were subsequently unmarked. On each

trial of our task, new, previously unmarked locations become

salient and relevant for memory encoding. This may have led
to greater attentional focus to those upcoming locations during

navigation instead of the subject’s current location. This focus

on remote locations during navigation is a substantial difference

between our task and many previous neural studies of human

spatial navigation (e.g., Jacobs et al. [9]), and we hypothesize

that this feature of our task may have been important for eliciting

the activity of spatial-target cells. An interesting direction for

future research will be to determine the degree to which the ac-

tivity of task-related neurons is modulated according to current

task demands. This would require a task in which the relevant

behavioral factors, such as the type of memory content to be en-

coded or retrieved, is changed across trials while the same neu-

rons are recorded. This kind of experiment could show whether

individual MTL neurons alter the nature of their information cod-

ing depending on the features of the environment or current

behavioral demands.

Our results extend the prior literature by demonstrating that

MTL neurons are engaged during the encoding of remote spatial

locations in allocentric space. We also find coding of heading

direction and timing within each trial. A key direction for future

work in this area is understanding the degree to which the

activities of these cell types are maintained across different

behavioral settings. Systematically characterizing the activity

patterns of these neurons across behaviors can be challenging,

especially in clinical recording environments. To this end, it will

likely be useful to utilize more advanced measures of behavior,

such as incorporating eye tracking and using tasks with multiple

conditions that distinguish neural signals related to memory

and other behaviors. An additional important direction going for-

ward is to identify links between the multiple different types of

neurons that represent task-relevant information in a given

setting, such as by identifying relations between place and

spatial-target cells. Identifying these links could open directions

for future research on what causes these representational

schemes to change and show how the brain links the represen-

tations of related memories.
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Combinato spike sorting software [52] https://github.com/jniediek/combinato

Automatic Segmentation of Hippocampal Subfields (ASHS) [53] https://sites.google.com/site/hipposubfields/

Advanced Normalization Tools (ANTs) [54] http://stnava.github.io/ANTs/

Custom MATLAB and Python scripts This paper Request from Lead Contact

Other

Behnke-Fried depth electrodes AD-TECH Medical

Instrument Corp.

https://adtechmedical.com/depth-electrodes
LEAD CONTACT AND MATERIALS AVAILABILITY

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Joshua

Jacobs (joshua.jacobs@columbia.edu). This study did not generate new unique reagents.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Fifteen patients (10 male, mean age = 32 years, minimum age = 20 years) with medication-resistant epilepsy participated in a total of

23 sessions of our task. These subjects were all undergoing a surgical procedure in which depth electrodes were implanted to

localize epileptogenic regions. All patients provided informed consent, and electrode placements were determined solely by the clin-

ical team.

METHOD DETAILS

Experimental Task
The subjects in our study were neurosurgical patients who volunteered to perform our spatial-memory task, Treasure Hunt, in free

time between clinical procedures. Treasure Hunt is a 3D virtual spatial-memory paradigm developed in Unity3D, which we previously

used to study various aspects of human spatial memory and electrophysiology [24, 55, 56].

Subjects played Treasure Hunt on a bedside laptop computer and controlled their movement through the virtual environment with a

handheld joystick. Each patient performed one of two versions of Treasure Hunt (referred to as ’object-cued’ and ’location-cued’ in

Figure 1A). (For more details on this task version, seeMiller et al. [24].) We included data from both task versions to increase statistical

power, but our conclusions remain robust when only the object-cued data are examined (see Analysis of behavior below). In each trial

of Treasure Hunt subjects explored a rectangular arena on a virtual beach (dimensions 1003 70 virtual units) to reach treasure chests

that revealed hidden objects, with the goal of encoding the location of each encountered item. The locations of the objects changed

across trials, but the environment’s shape, size, and appearance remained constant across the sessions. The task environment

was constructed so that the subject would perceive one virtual unit as corresponding to approximately 1 foot in the real world.

Subjects viewed the environment from the perspective of biking through the environment and the elevation of their perspective

was 5.6 virtual units. As shown in Figure S1A, each end of the environment has unique visual cues to help subjects orient. One

end of the environment has a beach hut with trees, and the other contains totem poles and a view of the ocean. See Video S1 for

more details on the appearance of the environment.

Each trial of the object-cued task begins with the subject being placed on the ground at a randomly selected end of the environ-

ment. The subject then navigates to a chest (i.e., the Navigation phase) using a joystick. (Due to the randomized start locations across

trials, the direction of joystick movements are uncorrelated with particular headings in the virtual environment.) Upon arrival at the

chest, the chest opens and either reveals an object, which the subject should try to remember, or is empty. The subject remains

facing the open chest for 1.5 s (Encoding phase) and then the object and chest disappear, which indicates that the subject should

navigate to the next chest that has now appeared in the arena. In each trial the subject navigates to a sequence of four chests. Sub-

jects visit four chests per trial. Two or three (randomly selected) of the chests contain an object and the others are empty. In each

session, across 40 trials, subjects visit a total of 100 full chests and 60 empty chests. Chests are located pseudo-randomly across

the interior of the environment, subject to the constraints that no chest can be placed within 11 virtual units from another and that all
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chests must be at least 13 virtual units from the arena’s boundary. This 11-virtual-unit restriction ensures that chest locations are

varied in a trial and is the cause of the small dip in the center of the occupancy map in Figures S1B–S1D. There are no constraints

based on previous trials, and all object identities are trial-unique and never repeated within a session.

After reaching all four chests of a trial, subjects are transported automatically so that they view the environment from a raised

perspective (31 virtual units above ground) at a randomly selected end of the environment. They then perform a distractor task, a

computerized version of the ‘‘shell game,’’ before entering the Recall phase. During Recall, subjects are cuedwith each of the objects

from the trial in a random sequence and asked to recall the object’s location. In each recall period, they first indicate their confidence

for remembering the object’s location (‘‘high,’’ ‘‘medium,’’ or ‘‘low’’). Next, they indicate the object’s precise location by placing a

cross-hair at the location in the environment that corresponds to the location of the cued item. After indicating the location of

each object from the trial, the Feedback stage of each trial begins. Here, subjects are shown their response for each cued object

in the trial, via a green circle if the location was correct and a red circle if it was incorrect. Subjects receive feedback on their perfor-

mance, following a point system where they receive greater rewards for accurate responses. A response is considered correct if it is

within 13 virtual units of the true object location—notably, this is a different threshold than the one we use when analyzing subject

behavior, described below.

The location-cued task version is similar to the object-cued task, except that subjects respond differently during the Recall phase

(Figure 1A). During the Recall phase of the location-cued task, subjects are placed in the same elevated view as in the object-cued

version, and view a location cue (a white circle on the floor of the environment). They are asked to respond by verbally recalling the

name of the object that was positioned at that location. Each session of this task version consists of 30 trials, each with 3 or 4 chests,

for a total of 105 chests per session. None of the chests are empty. During the Recall phase subjects are probed with 4 or 5 locations,

one of which is a lure location that does notmatch the location of any of the trial’s objects. After the Recall phase is complete, subjects

receive feedback on their response accuracy. Here, as they view the environment, each object’s actual location is marked with a

circle. Each circle’s color indicates whether the subject responded correctly (green) or incorrectly (red). Given our primary interest

in characterizing neuronal activity during navigation, we conducted our analyses on pooled data from both task versions as they

differed only in the Recall phase. An interested reader should see [24] for information on neural activity during the encoding phase.

Single-neuron recordings
We conducted intracranial recordings at three sites (Columbia University Medical Center, Emory University School of Medicine,

Thomas Jefferson University). All patients were implanted with Behnke–Fried microelectrodes with 9 platinum–iridium microwires

(40 mm) extending from the macroelectrode tip, following previously reported methods [25, 57]. The microwire data were recorded

at 30 kHz using NeuroPort recording systems (Blackrock Microsystems, Salt Lake City, UT). Across sessions we successfully iso-

lated 131 putative neurons from microelectrodes in the medial temporal lobe (MTL). Forty-five neurons were in the hippocampus

and subiculum (HF), 71 were in the EC, and 15 were in parahippocampal or perirhinal cortex (PC) (Table S1).

Electrode localization
Microwire bundle localization followed previously validated protocols [29, 58]. We determined the anatomical location of eachmicro-

wire electrode bundle by co-registering the pre-surgical T1-weighted (whole brain coverage, 3D acquisition, 1mm isotropic resolu-

tion) and T2-weighted (temporal lobe coverage, coronal turbo-spin-echo acquisition, 0.4 3 0.4 3 2 mm resolution) structural MRIs

to the post-surgical CT scan using Advanced Normalization Tools [54]. MTL subregions were automatically labeled using a multi-

atlas segmentation technique on the T2-weighted MRI [53]. Electrode contact coordinates were then mapped to MRI space and

a neuroradiologist (JMS) manually determined the anatomical locations of the microwire electrodes based on the co-registered im-

ages. See Figures S2A–S2D for an example of the images used to localize microwires.

Single-unit waveform classification
We identified neuronal action potentials using the Combinato cluster cutting package [52]. Following automatic cluster detection, we

manually examined and sorted all clusters. We only included neurons in our analyses after manually inspecting all spike waveforms.

This allowed us to visually confirm that all spike waveforms had amplitudes above the noise threshold, physiological-looking wave-

form shapes, and stationary mean spiking rates throughout each session. Additionally, we only included units for which more than

95% of spikes had an interspike interval of at least 3 ms, following the criteria from Valdez et al. [59]. We classified any cluster as a

single unit if its distribution of spike waveform shape fulfilled the criteria from Hill et al. [60].

We were mainly interested in single-unit activity in this study, and as such we were conservative in our cluster cutting, resulting in

126 of the units being classified as single units and only 5 of the accepted units were classified as multiunits (due to not fulfilling the

waveform shape criteria). Across the 131 units the mean percentage of ISIs <3ms was 0.27%, with a SEM of 0.03%. Figure S2E

shows the waveform of an example unit from patient 15. For this unit, 0.31% of the ISIs were within 3ms (Figure S2F), and 1.4%

of spikes were above the amplitude cutoff (Figure S2G).
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QUANTIFICATION AND STATISTICAL ANALYSIS

Analysis of behavior
We assessed performance on the object-cued task as in earlier work [24]. For each response, we defined the distance error as the

Euclidean distance between the subject’s response and the correct location. We report ’accuracy’ as 1 minus the percentile rank of

the actual distance error computed relative to the distribution of all possible distance errors that could have been made for the ob-

ject’s location. This results in an accuracy measure ranging between 0 and 1. Here, 0 indicates a response at the farthest point in the

arena from the object’s actual location and 1 indicates a response that was positioned exactly at the object’s actual location.We used

this normalizedmetric instead of raw Euclidean distance to separate subjects’ performance from random guessing, since it accounts

for the shape environment and range of possible errors for each response location. Owing to this normalization, random guessing

would result in a value of 0.5 on average. We considered the response for one item-location to be correct if its accuracy was above

the subject’s median accuracy in the session, and incorrectly recalled if it was below that threshold. Performance on the location-

cued task was scored by an experimenter who listened to each recorded audio file and manually reported if the spoken word

correctly matched the identity of the corresponding memory cue. In the sessions analyzed, subjects never responded with

synonyms.

As mentioned above, we pooled the data from the two task versions because during the encoding portion of the tasks, which was

the focus of this paper, subjects had similar behavioral performance. To confirm that our neural results were not due to pooling the

data, we re-performed our analyses including only the object-cued data.We found that spatial-target (19 of 101), heading-modulated

(11 of 101), and serial position (18 of 101) cells all remain significant when calculated for this subset of the data (p = 2.6 3 10�6, p =

0.02, p = 6.53 10�6, respectively; one-sided binomial tests, FDR-corrected). Additionally, in this subset of the data there were 7/101

place-like cells and 10/101 memory-related cells (p = 0.24, p = 0.038, respectively).

Analysis of neural data
Our neural data analyses focused on signals from the navigation periods of each session.We first binned the rectangular environment

into a 53 7 grid and then computed the grid bin that corresponded to the subject and target locations for each navigation epoch. This

5 3 7 grid provided a level of aggregation for the data from each session, as each grid bin contained data from 10 ± 4 independent

chest viewing events (Figures S1B–S1D). The spatial target and subject position fell into the same grid location in only 9.5 ± 0.39%

(mean ± SEM) of time points across the dataset.

Next, we measured spatial patterns of neural activity by comparing signals across bins. For the data from a grid bin to be included

in the analysis, the subject must have occupied that location for a minimum of 5 s or 2 s when binning by subject position or spatial

target position, respectively. We discretized the behavioral navigation data into 100-ms epochs, and for each one calculated the

average x- and y-coordinates and bins for the subject’s location and for the current target chest. We excluded navigation epochs

when subjects were still for more than 500 ms. We binned the spike data into matching 100-ms epochs and then calculated the

mean firing rates. We smoothed the firing rate maps for visualization purposes by binning into a 11 3 16 grid, applying a Gaussian

filter with a 1.1-bin SD, and excluding any grid bins with less than 100 ms of occupancy.

We used an ANOVA to identify cells whose firing rates were spatially modulated, as in earlier work [21, 61]. In this ANOVA, the

dependent variable was the firing rate of an individual cell in each epoch and the independent variables were the labels of the

grid bins corresponding to the subject and target locations. We chose this analysis because it could identify spatial modulation while

being agnostic to the size or shape of firing fields and because it could accommodate cells with both high and low baseline firing

rates. We felt this flexibility was useful because human place cells sometimes have larger and more complex firing fields compared

to neurons recorded in rodents. Further, there is evidence that neurons with complex spatial tuning patterns nonetheless can be used

to decode navigationally relevant information that might otherwise be overlooked using traditional procedures (e.g., [62, 63]).

We assessed statistical significance using a permutation test based on circular shuffling, as in earlier work [21, 61]. This procedure

was repeated 1000 times with circularly time-shifted firing rate values, whereby the firing rate vector for each cell was rotated by a

random offset relative to the behavioral navigation data. If the test statistic calculated on the real data was at or above the 95th

percentile of the test statistics from the randomly shifted data, the parameter was considered a significant factor in modulating firing

rate. Importantly, the reason we performed this circular shifting of the spike data was to preserve the temporal autocorrelation of the

spikes when generating the surrogate data. As a result, the temporal structure of the data was conserved even after shuffling and the

resulting p values from the surrogate distributions were comparable to the observed p values. It should be understood that this is a

conservative procedure, which, in fact, makes it less likely for an observed statistic to be significant. Figures S2H and S2I show the

p values resulting from circularly shifted spikes (panel H) compared to randomly shuffled spikes (panel I) for the example spatial-

target cell in Figure 2B.

To test for modulation of firing rate by heading direction, a separate ANOVA was conducted with the heading quadrant (virtual

north, east, south, west) as factors. The heading directions were determined by measuring the subject’s heading in each epoch

of the task and grouping the angles into four 90� bins. We were unable to test the effect of egocentric bearing to the chests on firing

rate, because the subject was pointed directly at the chest for the majority of the navigation period. Specifically, during navigation

92 ± 1% of the time subjects were pointed within 60� of the chest. We also tested whether cells’ firing rates were modulated by the

serial position. Therewere 3 or 4 chests in each trial, andwe conducted an ANOVA of firing rate by the corresponding serial position of

each navigation period. Finally, to test for modulation of firing rate by subsequent memory we conducted an ANOVA with memory
e3 Current Biology 30, 245–253.e1–e4, January 20, 2020



performance as a factor (recalled or unrecalled). Using distance error as the memory metric (object-cued task only) results in a very

similar pattern: 8 of 101 cells exhibited a significant correlation between firing rate and distance error (p < 0.05). Six of those cells were

also identified with our analysis of memory cells (p = 2.43 10�12, c2 (1) = 49.1), suggesting that our results are not highly dependent

on how we categorized memory performance.

For each cell-type category, wewere interested in whether the observed cell counts significantly exceeded the 5%expected false-

positive rate. As such, we tested the observed proportion of significant cells against the null hypothesis that the proportion was less

than or equal to chance using one-sided binomial tests with a = 0.05. These p values were then corrected for multiple comparisons

using the FDR procedure [64], accounting for our testing of five kinds of neuronal modulations (spatial target, place, memory, serial

position, and heading). Specifically, for each of the five behavioral variables of interest, we applied an FDR-correction to the five

p values from the binomial tests. Next, for any behavioral variables where we observed a significant overall level of responsive cells,

we then conducted a follow-up post hoc test to identify whether the proportion of cells showing a given effect was significant in a

particular subregion. This follow-up test was a separate one-sided binomial test, which we also corrected using the FDR procedure

across the three different subregions that we examined. See Figure S3 for results from the two parameters that were not found to

modulate a significant proportion of cells. Additionally, to identify potential interactions between the spatial coding patternswe found,

we tabulated the neurons that showed multiple behavioral modulations (Table S2).

DATA AND CODE AVAILABILITY

Data and custom-built MATLAB scripts are available from the authors upon reasonable request. The data are not publicly available

because they could compromise research participant privacy and consent.
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Figure S1: Behavior in the Treasure Hunt task, Related to Figure 1. (A) Central image is a map (overhead
view) of the Treasure Hunt environment. The rectangular arena that subjects navigate in is in the middle. At
the top end of the arena there are totem poles in a semicircle, and water in the background behind them. At the
bottom end of the arena there is a hut, and behind that there is a forest. The four overlayed panels show the
subjects’ view from each of the locations indicated by the colored circles, with the border color matching the
corresponding location. (B-E) Distribution of chest position and heading direction across sessions. (B) Number
of chests in each location in a representative example session. Chests are never located in the outer border
of the environment, shown in white. (C) Same data as in B, with an ‘X’ indicating each chest location, with
gray lines indicating the environmental binning. (D) Number of chests in each grid location, averaged across all
sessions. (E) Circular histogram indicating the seconds (mean and SEM) spent in each heading direction during
navigation, across all sessions. Black diagonal lines indicate NESW quadrants. (F-G) Recall by serial position.
Mean and SEM of the percentage of object-location pairs successfully recalled, split by the serial position the
object was encountered in, for the object-cued task sessions in panel F (p = 0.008; repeated measures ANOVA)
and the location-cued task sessions in panel G (p = 0.1; repeated measures ANOVA).
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Figure S2: Methodological information on single-unit recordings and statistics, Related to STAR Meth-

ods. (A-D) Example localization of microwire bundle from patient 11. (A) Coregistered postoperative T1 MRI
and CT scan. (B) Postoperative T1 MRI scan without CT. (C) Preoperative T2 structural MRI coregistered to
postoperative CT. MTL subregion automatic segmentation is shown superimposed in color. ERC (tan), BA35
(light blue), BA36 (dark blue), subiculum (pink), dentate gyrus (purple), CA1 (red). (D) Close-up of the same
image as in C, with crosshair on microwire bundle, showing localization to ERC. (E-G) Single-unit classification
example from patient 15. (E) All waveforms across the task session in grey, and the average waveform in black.
(F) Histogram of interspike intervals (ISIs), showing less than 5% (0.3163%) contamination of the refractory
period of 3ms. (G) Histogram of normalized Mahalanobis distances from the mean of the cluster to each wave-
form. We compared that to a chi-squared distribution, and the dotted line represents the cuto↵ for the odds
of there being any data this extreme less than 50%. Fewer than 5% of the waveforms (1.4%) were classified
as outliers. (H-I) Comparison of p value distributions generated from di↵erent shu✏ing procedures for example
spatial-target cell. (H) Histogram of p values from ANOVA assessing a parameter’s modulation of firing rate
for the observed data (dotted line) versus shu✏ed data (gray). Surrogate distribution is generated by circularly
shifting spikes. Left plot is for spatial target position, and right plot is for subject position. This cell’s activity is
significantly modulated by the spatial target position (p=0.001) but not subject position (p=0.435). (I) Same
plots as in A, but surrogate distributions are generated by randomly shu✏ing the spikes. Using this procedure
both spatial target position and subject position are significant (p << 0.001; p = 0.049, respectively).
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Figure S3: Neural activity related to the subject’s current location and subsequent memory performance,

Related to STAR Methods. (A-D) Cells significantly modulated by current location. (A) Firing rate map of
navigation activity binned by subject location for a right PHC neuron from patient 14. This cell’s activity
is significantly modulated by the subject’s virtual position (permutation-corrected ANOVA, p = 0.0195). (B)
Example neuron from left EC of patient 9, significantly modulated by subject position (p = 0.009). (C) Example
neuron from patient 4 in right EC, significantly modulated by subject position (p = 0.032). (D) Percentage of
significant place-like cells by region. The black dashed line represents the 5% false positive rate, and the blue
dotted lines are the lower 95% confidence interval from the one-sided binomial test for each bar. (E-H) Cells
significantly modulated by subsequent memory. (E) Firing rate by subsequent memory performance for example
neuron from patient 7 in the left PRC, significantly modulated by subsequent memory (p = 0.017). Error bars
are SEM of the trial means in each condition. (F) Example neuron from patient 12 in the right EC, significantly
modulated by subsequent memory (p = 0.044). Error bars are SEM of the trial means in each condition.
(G) Histogram of cell count by normalized firing rate between conditions ((rec-unrec)/rec). Red indicates the
significantly modulated cells. (H) Percentage of significant memory-related cells by region. Symbols above the
bars indicate p-values from a one-sided binomial test for each proportion (⇤ ⇤ p < 0.01, ⇤p < 0.05,+p < 0.1).
The black dashed line represents the 5% false positive rate, and the blue dotted lines are the lower 95%
confidence interval from the one-sided binomial test for each bar.
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Figure S4: Example raster plots for spatial target, place, memory, and serial position cells, Related to

Figures 2 and 4. (A-E) Spatial-target cell firing rates leading to chests in and out of the firing field. (A) Firing
rate map binned by chest location for example spatial target cell (same as in Figure 2B). B. Paths to chests in
field and out of field for example cell. In-field paths are in orange, out-of-field paths are in blue. (C) Raster of
spikes during the paths to in and out of the field for same example cell, again color coded by in and out of field,
and sorted by navigation time for each of the fields. (D) Mean and 95% confidence intervals of firing rates by
normalized time to chest for example cell, split by in and out of field paths. (E) Mean and 95% confidence
intervals of the z-scored firing rates across all significant spatial-target cells. (F) Example place-like cell (same
as in Figure S3A). Left plot shows firing-rate map, and right panel shows the subject’s path in grey with a black
dot indicating each spike. (G) Example memory cell (same as in Figure S3E). Left plot shows mean firing rate
by recall. Right plot shows spike rasters and corresponding firing rates split by the two conditions, and ordered
by path duration for each group. Grey line indicates when navigation ended. (H) Example serial-position cell
(same as in Figure 4B). Left plot shows mean firing rate by each serial position. Right plot shows spike rasters
and corresponding firing rates split by serial position, and ordered by path duration for each group. Grey line
indicates when navigation ended.



Patient 
number Age Gender # Sessions

Task 
version

# MTL 
Behnke-Fried 

bundles
# MTL 
units

Electrode 
locations

1 22.7 M 1 object cued 2 4 R SUB, R HPC
2 52.3 M 2 object cued 6 3 L AMY, L HPC, 

R EC, R SUB, R 
HPC

3 41 M 1 object cued 1 2 L HPC
4 22.4 M 3 object cued 1 5 R EC
5 21.5 F 2 object cued 2 7 L HPC, L SUB
6 25.6 F 1 object cued 2 11 R EC
7 29.4 M 2 object cued 2 9 L SUB, L PRC
8 23.4 F 1 object cued 1 1 R HPC
9 21.9 F 3 object cued 2 39 L EC
10 27.6 M 1 object cued 2 4 L SUB, L PHC
11 47 M 1 object cued 1 8 L EC
12 20 M 1 object cued 1 8 R EC
13 21 M 1 location cued 2 12 L HPC, R HPC
14 55 M 1 location cued 2 2 R HPC, R PHC
15 43.5 F 2 location cued 2 16 L HPC, R SUB

Table S1: Patients and unit information, Related to STAR Methods. Table indicates each patient’s demo-
graphics and their MTL unit counts. R/L: right/left; HPC: hippocampus, SUB: subiculum, AMY: amygdala,
EC: entorhinal cortex, PRC: perirhinal cortex, PHC: parahippocampal cortex.



Brain
region

Total #
units

Spatial
target Place Heading Memory

Serial
position

Spatial
target and

place

Spatial
target and
heading

Spatial
target and
serial
position

Heading
and serial
position

No
effects

HF 45 9 1 6 3 3 0 1 0 0 24
EC 71 12 5 7 7 16 0 1 3 4 37
PC 15 5 2 3 1 1 0 1 0 1 5
total 131 26 8 16 11 20 0 3 3 5 66

Table S2: Significant cell counts, Related to STAR Methods. Number of cells with significant responses at
di↵erent recording sites. The number of significant cells across MTL subregions are shown for each main e↵ect
and combination of main e↵ects. Significance is determined using a shu✏e-corrected ANOVA at alpha = 0.05.
Counts of cells that were significant for place and another main e↵ect, or for memory and another main e↵ect,
are not shown because place-like cells and memory cells were not found at significant proportions. Counts of
cells that did not show any significant e↵ects are also shown.
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